Course name Algorithms and Data Structures

Course code DatZ2008

Branch of science Computer science
Sub-branch of science Algorithms and data structures
Credit points 4

ECTS credit points 6

Total contact hours 64

2"d semester:

Number of hours for lectures ig
Number of hours for seminars and practical work

3rd semester: 16
Number of hours for lectures 16

Number of hours for seminars and practical work

Prerequisite knowledge

2nd semester: DatZ1049, Programming Foundation (C++) I[IT, 1.sem]

3rd semester: DatZ1037, Algorithms and data structures I [IT, 1k, 2sem]
DatZ1049, Programming Foundation (C++) I[IT, 1sem]
DatZ1057, Programming Foundation (C++) Il [IT, Ik, 2sem]

Course abstract:

The course is intended for students of professional bachelor program “Information
Technologies” (42481).

The aim of this course is to give an introduction to the basic types and data structures
to be used in programming, algorithm design and analysis methods. Shortly are
introduced also the basic sorting and search algorithms and their efficiency. This
course discusses problems from a variety of areas such as data structuring, algorithm
design and algorithm analysis. In this section, we will examine some fundamental
data structures: lists, stacks, queues, trees, graphs. The course covers exchange and
shuttle sort algorithms.

Learning outcomes:

By the end of this course, students will be able to:

e identify and describe standard data types used in programming language;

e give an example of algorithms and analyze the efficiency of algorithm depending
on number of operations within it;

e describe and use the array as basic data structure;

o identify, implement and describe the efficiency of data sorting algorithms: linear,
linear barrier, binary algorithm, interpolation methods;

e identify, implement and describe the efficiency of data sorting algorithms:
exchange, shuttle, selection, insertion, Shellsort and quicksort;

e search symbol substring within a string;

e give an examples and describe dynamic data structures: list, stack, deque, queue,
binary tree and graph;




e write a program, that implements linear list, stack, deque, queue, binary tree and
graph;

implement dynamic data structures in practical tasks;

explain the purpose of data compression, typical compression parameters;
understand the importance and necessity of encryption;

write a program, that implements compression and encryption algorithms.

Course content:

2nd semester — (DatZ1037-1) — 2 KP

1. The concept of an information system. Stages of program development.

2. The notion of data type and data structure, their classification.

3. The concept of algorithm, properties, types of records, examples.

4. Basic algorithmic structures (linear, branching, cycles) and implementation for
solving various tasks.

Simple methods of analysis of algorithms. The concept of algorithm efficiency.
An array as a part of the fundamentals of data structures. Organization of data in
one-dimensional, two-dimensional array. Symbol strings.

The information search process. Data search algorithms: linear and linear barrier,
binary algorithm, interpolation methods. Efficiency analysis of search methods.
Data sorting algorithms: exchange, shuttle, selection, insertion, Shellsort and
quicksort. Efficiency analysis of sorting methods.

Symbol substring searching within a string: direct search, Knuth-Morris-Pratt,
Boyer-Moore algorithm and Rabin-Karp algorithm. Efficiency analysis of
searching methods.

10. Recursion. Applying recursive functions in programming.
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3"d semester - (DatZ2008-11) — 2 KP

11. Lists. The organization of lists in computer memory. Types of lists. The main
operations with lists.

12. The concept of stack, deque, queue, their organization and implementation.

1. The concept of tree structure, organizing tree structure data in the computer
memory. Tree traversal algorithms.

13. Types of trees: binary trees, binary search trees, AVL Trees, Red-Black trees.

14. The concept of graph, review of graph algorithms.

15. Data compression. Lossless and lossy data compression algorithms.

16. Information encryption. History of cryptography development. Symmetric
encryption algorithms. Asymmetric encryption algorithms..

Course plan:

Course structure: lectures — 32 hrs, practical work - 32 hrs.

2nd semester - (DatZ1037-1)
Course structure: lectures — 16 hrs, practical work - 16 hrs.

Lecture topics:

1. The concept of an information system. Stages of program development. The
notion of data type and data structure, their classification. The concept of
algorithm, properties, types of records, examples.

2. Basic algorithmic structures (linear, branching, cycles) and implementation for
solving various tasks. Simple methods of analysis of algorithms. The concept of



http://www-igm.univ-mlv.fr/~lecroq/string/node14.html

7.

algorithm efficiency.

An array as a part of the fundamentals of data structures. Organization of data in
one-dimensional, two-dimensional array. Symbol strings.

The information search process. Data search algorithms: linear and linear barrier,
binary algorithm, interpolation methods. Efficiency analysis of search methods.
Data sorting algorithms: exchange, shuttle, selection, insertion, Shellsort and
quicksort. Efficiency analysis of sorting methods.

Symbol substring search within a string: direct search, Knuth-Morris-Pratt, Boyer-
Moore algorithm and Rabin-Karp algorithm. Efficiency analysis of searching
methods.

Recursion. Applying recursive functions in programming.

Seminar/practical work/laboratory work topics:
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Data search algorithms: linear and linear barrier.

Data search algorithms: binary algorithm and interpolation methods.

Data sorting algorithms: exchange and shuttle.

Data sorting algorithms: selection and insertion.

Data sorting algorithms: Shellsort and quicksort.

A direct symbol substring searching.

Symbol substring searching within a string: Knuth-Morris-Pratt algorithm.
Symbol substring searching within a string: Boyer-Moore algorithm and Rabin-
Karp algorithm.

3rd semester - (DatZ2008-11)
Course structure: lectures — 16 hrs, practical work - 16 hrs.

Lecture topics:

1.

2.
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Lists. The organization of lists in computer memory. Types of lists. The main
operations with lists.

The concept of stack, deque, queue, their organization and implementation.

The concept of tree structure, organizing tree structure data in the computer
memory.

Tree traversal algorithms.

Types of trees: binary trees, binary search trees, AVL Trees, Red-Black trees.

The concept of graph, review of graph algorithms.

Data compression. Lossless and lossy data compression algorithms.

Information encryption. History of cryptography development. Symmetric
encryption algorithms. Asymmetric encryption algorithms.

Seminar/practical work/laboratory work topics:
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The practical implementation of one-way linear list.

The practical implementation of one-way linear list.

The practical implementation of stack, deque and queue.
The practical implementation of binary search tree.

The implementation of binary tree traversal algorithm.

The implementation of binary tree traversal algorithm.

The practical implementation of data compression algorithm.
The implementation of data encryption algorithm.

Requirements for awarding credit points:

2nd semester - (DatZ1037-1)



http://www-igm.univ-mlv.fr/~lecroq/string/node14.html
http://www-igm.univ-mlv.fr/~lecroq/string/node14.html
https://en.wikipedia.org/wiki/Knuth%E2%80%93Morris%E2%80%93Pratt_algorithm
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Assessment.
Regular attendance of classes - at least 80% of classes.
Course grade depends on attendance of classes, designed programs and test marks.
During the course all required tests and programs have to be written.
Tests: "Sorting algorithms", "Search algorithms™.
Program writing and presentation of programs, that implement the following
algorithms -
e search: linear, linear barrier, binary, interpolation method, direct, Knuth-
Morris-Pratt, Boyer-Moore and Rabin-Karp algorithm;
e sorting: exchange, shuttle, selection, insertion, Shellsort, quicksort.

3rd semester - (DatZ2008-11)
Exam.
Regular attendance of classes - at least 80% of classes.
Course grade depends on attendance of classes, designed programs and test marks.
During the course all required tests and programs have to be written.
Tests: "Binary tree traversals”, "Types of graph models".
Program writing and presentation of programs, that implement the following
algorithms -
e One-way linear list;
Stack, deque, queue;
Binary search tree and tree traversal;
Data archiver (archiving and unpacking);
Data encryption and decryption.

Compulsory reading:

1. Donald E. Knuth. The Art of Computer Programming. Addison-Wesley, 1973.

2. Dinamiskas datu struktiiras. - Liise Aija, Liisis Reinis, 2001

3. T.Kopwmen, Y.JIeitzepcon, P.PuBect. ANroputmsl: MOCTPOSHUE U aHAJIU3:
M.:MIJHMO, 2000

4. JIx.MaxkkonHemn. OCHOBBI COBPEMEHHBIX arOMTMOB. - MockBa, 3A0 PUIL]
"Texnocdepa", 2004. — 366 c.

5. Bupt H. Anroputmsl u ctpykTypsl AaHHbIX. — CI16.: HeBckuit Juanext, 2001.

6. C.A. Kysnenos, MCII PAH, Lentp Undopmanmonnsix TexHomoruii, MeTo bl
COPTHUPOBKH U MOUCKA.

Further reading:

1. KartoSanas un mekléSanas uzdevumi. - Gailitis Artis, AndZans Agnis, Kudapa
Ieva, Ramana Liga, Johannesons Benedikts, 1999

2. Ansdpen B. Axo, Ixon D. Xonkpodt, Jxepdpu . Yasman CTpyKTypsl
JAHHBIX W aITrOpUTMBL - M3naTensckuii nom "Bunbsmc", 2000

3. A.Axo, Ix. Xonkpo¢t, x. Yiaeman. [loctpoeHne u aHanu3 BHIYACIUTENBHBIX
anropuT™MoB.- M3matenbckuii oM “Bubsmc”, 2000.-384 c.

4. Martpsm B.A, [Tytunos B.A., ®unbsuakoB B.B., [llékun C.B CTpykTypbl 1
anropuT™Mbl 00paboTku HaHHBIX.- Anmatutel, KO [Metpl'Y, 2000. - 80 c.

5.  A.Menezes, P.van Oorshot, S.Vanstone. Handbook of Applied Cryptography —
CRC Press Inc., 1997.

6. Kuyr [1.D. UckyccrBo mporpammuposanus = The Art of Computer
Programming.-Mockga: Bunbsmc, 2000. T.3 CoptrpoBka u mouck. - 822 Ipp.,
T.1 OcHoBuble anroput™msl. - 720 Ipp.
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7. Jleutun A.B. AnroputMmbl. BBenenue B pa3paboTKy U aHAIU3 - U3AATEIIBCTBO
"Bunbsamc", 2006.

8. Kappano ®.M., Ilpuuapn Jx.JIx. AGCTpakius TaHHBIX U pEIICHUE 3a]a4 Ha
C++. Crennl u 3epkaina. - M.:"Bunbsamc", 2003.

9. C.Oxkynos. [IporpammupoBanue B aropuTMax (2-¢ u3gaHue). u31aTeIbCTBO
"bunom.JIabopaTtopus 3nanuit", 2006.

10. B.Smith, L.Rowe. “Algorithm for manipulating compressed images.” Computer
Graphics and applications. September 1993.

11. Muano J[>x. @opMaThl B aITOPUTMBI CKATHS M300paXkeHnH B nericTBun. Cepust:
"[IpaxTuka nporpammupoBanusa” Wsparens: "TPUYMO®", 2003.

12. A. Parymmnsk, B. FOkun, /I. Baroaun, M. CMupHOB MeTOIbI C)KaTHsI TaHHBIX.
YCTpoiCTBO apXUBaTOPOB, CxkaTue n3oOpaxkenuii u suaeo "Auanor-MUOHN"
2002., 384 ctp.

13. Benbmenbax M. Kpuntorpadus na Cu u C++ B neiictBun "Tpuymd" 2004 r.
464 ctp.

14. Bproc lnaiiep [Ipuknaanas kpunrorpadus. IIpoToKosbl, aNTrOpUTMBbI, HCXOAHbIE
TekcThl Ha s3bike Cu "Tpuymd" 2002 r. 816 cTp.

15. Boponasckuii B. Kommepueckue cucteMbl IH(QpOBaHUS: OCHOBHBIE aJITOPUTMBI
u ux peanusanus. Yacts 1./ Monutop. -1992. - N 6-7. - c. 14 - 19.

16. Kosanesckwuii B., MakcumoB B. Kpunrorpaduyaeckue MmeTosl. //
KommproreplIpecc. - 1993. - N 5. - ¢. 31 - 34.

17. A.C. Batonus. “Cxatue craTHUeCKuX n300pakeHuit”. OTKPBITbIE CUCTEMBI,
Neog(29), 1995

Periodicals and other sources

1. V.Vagale. Kursa macibu materiali: http://lapas.du.lv/vvagale

2. O.Perevalova. Lekciju konspekti. http://www.lapas.dau.lv/ole/alg.html

3. T.Kopwmen, U.JIelizepcon, P.PuBecT. AIropuT™MBI: TOCTPOCHUE U aHAJIH3:
M.:MIIHMO, 2000 - http://www2.cs.pitt.edu/~Kirk/

4. John Morris. Data Structures and Algorithms. - 1998.
http://ciips.ee.uwa.edu.au/~morris/Year2/PLDS210/index.html

5. http://www.citforum.ru/programming/theory/sorting/sortingl.shtml

Course name in English:

Algorithms and Data Structures

Course annotation in English:

The course is intended for students of professional bachelor study program
"Information Technologies" (42481).

This course discusses problems from a variety of areas such as data structuring,
algorithm design, and algorithm analysis. We shall investigate the performance of
some searching and sorting algorithms. In this section, we will examine some
fundamental data structures: lists, stacks, queues, trees, graphs.
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